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Introduction
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Ø Background: The misuse of large language models (LLMs) has led to 
issues such as misinformation and academic dishonesty, which makes 
AI-generated text (AIGT) detection critical.



Introduction
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Ø Task Formulation: AIGT detection aims to obtain a classifier 𝑓: 𝒙 → 𝑦, 
where 𝑦 is the source of the given text 𝒙.
l Binary AIGT Detection: 𝑦 ∈ {human, AI}
l Multiclass AIGT Detection: 𝑦 ∈ {human, 𝜃!, 𝜃", ⋯ , 𝜃#}, where 𝜃$ is a LLM



Motivation
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Ø Challenge: White-box methods have better performance and 
generalizability, but they require access to LLMs’ internal states and 
are not applicable to black-box settings.



Motivation
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Ø Solution: Estimate word generation probabilities as pseudo white-
box features via multiple re-sampling to help improve AIGT detection 
under the black-box setting.



Preliminary Study
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A naive solution: 
a. For each word in given text 𝒙, we instruct the black-box LLM for 𝑁 times 

using the following prompt:
Please continue writing the following text, starting from the next word: {𝑥!"}.

b. The estimated probability of 𝑥" given {𝑥!"} is computed as the frequency of 
𝑥" in the output word set {𝑜#}#$%& :

𝑝̂ 𝑥! 𝑥"! =
1
𝑁'
#$%

&

𝕀(𝑜# = 𝑥!) .

c. Use estimated probability as an alternative input of white-box methods.



Preliminary Study
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Finding 1: It is feasible to perform black-box AIGT detection by estimated probs. 
Finding 2: Low-probability words gain higher attention from the detector.



Method
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We propose POGER, a proxy-guided efficient re-sampling method.



Step 1: Error-Aware Word Selection
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Ø Use an easy-to-use LM (e.g., GPT-2) as the proxy to infer on the given text 𝑥 and 
obtain token probabilities

Ø Adopt an error-aware bottom-𝑘 word selector to get the representative word set S:



Step 2: Probability Estimation
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Ø Sample and calculate probability for the selected 𝑘 words in S on the given 
𝑀 candidate black-box LLMs by 𝑁 times

Ø Get the pseudo log probabilistic feature matrix:



Step 3: Context-Compensated Classification
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Ø As context compensation, introduce the contextual semantic representation 𝐂 ∈ ℝ%×'

Ø Attention 𝐐, 𝐊, 𝐕 = softmax 𝐐𝐊!

)
𝐕, 𝐅 = Attention 𝐋, 𝐂, 𝐂 ⨁Attention 𝐂, 𝐋, 𝐋

Ø @𝑦 = softmax MLP(𝐅)



Evaluation

12Ten Words Only Still Help: Improving Black-Box AI-Generated Text Detection via Proxy-Guided Efficient Re-Sampling

Ø POGER outperforms all baseline methods in both 
settings of multiclass AIGT detection.

Ø POGER has better OOD generalization capabilities, 
benefiting from the pseudo probabilistic. 



Conclusion
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Ø Motivation: Achieve “white-boxizing” the black-box LLM by estimating word 
generation probability through multiple re-sampling, so that the high performance 
white-box detection methods can also be used under black-box setting.

Ø Method: By selecting low-probability words as representative words, the number 
of re-samples can be significantly reduced, thus improving efficiency and reducing 
costs.

Ø Result: Experiments on texts from humans and 7 LLMs demonstrated the 
superiority of POGER.
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